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1. History

1.1 War and Technology: A double-edged sword

Since the dawn of time human curiosity has led to development of a plethora of different tools and
techniques that have helped humans survive and thrive in the environments that they have been
put in. This natural sense of curiosity has allowed humans to explore, build and innovate in ways
unimaginable to any other species at any point in time. Although physically inept in comparison
to the species around them, humans have made use of their intellect to craft tools and materials
that can assist them on their path to advancing humanity. This deep-rooted fascination for
improvement, innovation and complexity as well as the dream of a modern world allowed humans
to develop and create longer lasting, more efficient tools to help facilitate development of human
civilizations. Perhaps the most well-known and arguably the most important of these tools is the

development of the computer and computing.

The history of the computer is an unfortunate one; it was the product of a lot of suffering and
agony. Humans seem to be the most innovative when constrained under time and pressure.
Development of the actual computer was gradual with a spike here and there caused by major
events during war times. A huge amount of human life was taken away in the process of creation
to gain this privilege we now possess. One can also say that all developments were due to an
overlapping of technological breakthroughs in both computing and electronics. The efforts made
mainly (and unknowingly in parallel) by Americans and Europeans led humanity to what is now
the modern-day computer. Alan Turing of Great Britain and the American-Hungarian John von

Neumann are often credited as the ‘fathers of computers’.

1.1.1 The American Heritage

1.1.1.1 Census Counting Machine

= & = £ . ® _®
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Figure 1

It all started with the American ‘census counting machine’ in 1890. The American census
(counting of population) in 1890 was a tedious manual task that only a machine could solve.

Performing the census took too much time to do by hand; it was impossible to tabulate all people
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before the next census was due. This is when John Billings who was responsible for statistical
analysis for the 1880 and 1890 census with the aid of Herman Hollerith created a system for the
censuses. Punched cards the size of a dollar bill were used to indicate people’s information
(citizenship, marital status, etc.) (Figure 3). Essentially the punched card could be treated as
predecessors to today’s national identification cards. These cards were put into an
electromechanical sorter which sorted people in a particular city and sort them by gender or other
properties (Figure 2). After the success in the 1890 census Hollerith set up the tabulating machine
company in 1896 which evolved into tabulating-recording company in 1911 and finally the

International Business Machines Corporation (IBM) in 1924.
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Figure 2: The tabulating machine Figure 3: Punched Card

The next major step was the mechanizing of arithmetic, which was required for the First World
War. This nullified the idea of punching cards. These advanced machines were required to
perform arithmetic operations for ballistics (calculate the flight of shells fired from guns and the
fall of bombs dropped from an aircraft). After the First World War, a series of joint ventures,
starting in 1933, between the US Army, multiple universities, IBM and the American Astronomical
Society led to the creation of improved calculating machines and difference tabulators. This
contributed to IBM moving out of the punched card system and into the modern field of electronic

computers which were required for the Second World War (1939-1945).
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1.1.1.2 EDVAC The First step Towards the Modern Computer

Further developments took place in 1943. A project began for a digital electronic computer and
after almost two and a half years (1945) the Electronic Numerical Integrator and Computer
(ENIAC) was completed which was of particular importance as it was put to use during the Cold
War (1947-1953). It weighed 30 tons, equivalent to 5 fully grown elephants. It used IBM punching
cards for input and output and would take weeks to program for a certain problem. Before ENIAC
was complete, a new machine was already being secretly devised called the Electronic Discrete
Variable Automatic Computer (EDVAC) which was picked up by Von Neumann. During this
period, an engineer demonstrated how decimal numbers can be turned into binary, a significant

stepping stone towards modern user-friendly computers.

EDVAC’s design was unprecedented. It separated into different units a central processing unit
(CPU) to do arithmetic calculations, a memory system and some sort of control system and input
output devices, with data flowing between them. The last yet most important of the units was a
less visible one; a means of communication between the other four units, especially the memory
and the CPU, called a bus. This structure is still used in our desktop computers. In this type of
setup problems are solved serially, step by step going through a chain of instructions in a
sequence. In contrast to a more distributed architecture favored by Alan Turing where different
pieces of the problem are tackled by different parts of the machine simultaneously. The serial
method is slower but needs less hardware, while the parallel approach avoids the problem of
parts being idle while another part is finishing a task. In 1945 von Neumann sold his ‘EDVAC’
ideas to IBM as it was a condition for his contract to work with them, leading his team to leave the
project and create their Universal Automatic Computer (UNIVAC) which outdated 'EDVAC' by the

time it was completed.
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1.1.2 The Scene in Europe

1.1.2.1 Turing’s Genius

One can say that the first steps in the computer system started in America, yet in parallel the
European contribution was also of immense importance. British Alan Turing saw how a
mechanical process carried out by a team of people can also be carried out by a machine. In
1937 Turing introduced the revolutionary idea in his famous paper ‘on computable numbers’
where he described how ‘Turing machines’ (computers) work. The uniqueness of the paper lies
in its description of modern-day computer structure of how machinery (hardware) could in theory
perform any task following the appropriate sets of instructions (software). The initial Turing
machine operates by reading and writing symbols (binary) on a long piece of paper that is divided

into squares/cells which would contain 1 or be blank corresponding to 0 (Figure 5).

Figure 5 Turing machine

Turing, fueled by the war raging across Europe at the time, became interested in cryptography
and was a first choice to work for the Government Code and Cipher School (GC&CS) then based
in London. GC&CS recruited mathematicians at the time to conquer the German Enigma
ciphering machine. An electromechanical machine, then known as ‘Bombas’ was devised by the

Polish to crack Enigma. The improved model made by Turing got renamed into ‘Bombes’ and little

Great World War 2
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did anyone expect that this Bombes was a reason behind shortening the war and eventually

saving millions of lives!

1.1.2.2 The First Electronic Computer

Turing however was not involved in the successor to his machine, the first electronic computer,
‘Colossus’. Again, inspired by the Germans radio traffic and signals that were being sent between
Berlin and Greece called Tunny in 1941. Tunny used teleprinter language, not Morse code. A
prototype machine was created — ‘Heath Robinson’ — that used photoelectric detectors and light
passing through the holes in tapes to read and write. It did that by comparing an encoded
message with a code containing all the possible settings of one group of wheels in the Tunny
machine known as chi wheels. The Heath Robinson prototype was both too slow and inaccurate
to be relied on to crack Tunny. Engineer Thomas Flowers was asked to work on Heath Robinson,
where he used electronic valves for switching which bore the revolutionary ‘Colossus’. It ended
up breaking the first Tunny code — ten times faster than Heath Robinson — one year after its

creation in 1944,

An interesting development took place after the Second World War. Turing collaborated with the
National Physical Laboratory (NPL) to create yet another revolutionary paper named ‘Proposed
Electronic Calculator’ which described how multiple computer programs could work on the same
computer. Turing even went to the extent of proposing an artificial intelligence engine called the
Automatic Computing Engine (ACE). In 1950 NPL actually produced the first ACE pilot model,

using electronic valves.

On the commercial side everything changed in 1954 with the introduction of the first desk side
personal computer called G15 by Bendix Corporation. Theoretically, this machine — the size of a
tall kitchen refrigerator — can be used to compute any computable sequence, meaning it can do
various tasks depending on the given binary coded instructions. Hypothetically it can be a TV, a
navigation aid, a console used to play games and a calculator to solve mathematical problems —

not too different from the device from which you are likely reading this.
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Figure 7
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1.1.2.3 Digital Music and Writing

Apart from the commercial side, the academic field made a lot of progress in 1949, introducing
the first Cambridge computer called an Electronic Delay Storage Automatic Calculator (EDSAC)
which stemmed from the American ‘EDVAC’ mentioned earlier. EDSAC was followed by the
Manchester baby which was the first computer to successfully run a program on a stored program
electronic computer, it had a RAM of 128 bytes. Then the ‘Mark I’ was developed, which used
teleprompter paper tape to communicate with the computer to program it and receive the results;
this was in use until the 1960s. Then the more commercial ‘Ferranti Mark |I' was created in the
1950s. At the time it was touted as the most powerful supercomputer ever made due to it having
a huge RAM of 1 kilobyte which was more than anyone had imagined could be possible. Mark |
is of special importance as Turing was the first to use it on two of the most recognizable and
popular computer features to date. The first being a program to play musical notes by adjusting
the speed of beeps sent to a loudspeaker. Second, he wrote his letters on the Mark | computer’s
keyboard becoming the first person to use a word processor.

1.2 Electronic Developments

As mentioned earlier, computing and electronics advances are the main components of our
modern computing technology. Advances in electronics were much more subtle yet crucial. In
America, electronic valves incentivized the need for automatic telephone exchanges and
television. At the beginning of the 1900s the vacuum tube was invented to control the flow of
electrons and by the 1920s the cathode-ray tube was invented having control of both the time and
space in which the electron flow was controlled. This mastery over the control of electrons would

later be refined to represent on and off switches corresponding to 1 and O states of binary.

Germany's invasion of Poland in 1939 motivated the development of a technique to sort and
switch electron pulses in a vacuum tube so that a single tube can perform simple arithmetic
computations in binary. This development of a technique called the ‘Computron’ is now what we
know as a calculator. In 1943 the Radio Corporation of America (RCA) worked on a data storage
device now known as random access memory (RAM) using vacuum tubes then known as the
‘Selectron’. This incremental progress and introduction of electronics led to the technology we

NOW POSSESS.
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1.3 Old but Gold

Von Neumann and Turing deserve equal praise for the computers of today. Yet the fact remains
that the European approach was superior to the American one. Pioneer Alan Turing's philosophy
was to minimize the amount of hardware by maximizing the use of software. Meanwhile, the
American approach was described by Turing as ‘the American tradition of solving one's difficulties
by means of much equipment rather than by thought'. To put this into perspective each IBM punch
card represented only a cell in the endless tape of a Turing machine. As time went by, progress
was ongoing, valves became transistors and chips, machines became smaller, faster and more
available, but there was no change in the logical structure of computers. Punch cards were
replaced by magnetic tape and discs and now, solid-state memory devices. Today, the number
of transistors per chip has passed the billion mark. For perspective, that is like a billion-valve
Manchester baby devices or EDVAC on a single chip only a few hundred square millimeters in

size.

1.4 New Era

It was only a matter of time, starting in the mid-1970s, until the likes of Michael Dell, Steve Jobs
and Bill Gates picked up the ball. This era saw a dramatic explosion of innovation in the fields of
computer design, technology and most importantly software. The creation of the modern graphical
user interface, especially the mouse, and the commoditization of computers led to it being an
integral part of daily life (Figure 8). Then came the next big thing, the adoption of the internet in
households which changed humanity forever. Dell made the most of the internet opportunity
becoming one of the first corporations taking sales online as early as 1996 which remains an

integral part of Dell's success.

il i

-

=SS

Figure 8: Personal Computer (PC) introduced in 1981.
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1.5 Cloud and XaaS Emerges

1.5.1 Cloud

We recently hit a turning point where we found ourselves at the limits of our computing ability and
the marginal benefits of computers (data centers) are falling. This decrease in benefits is an effect
caused by the immense amounts of raw data which makes it harder to scale IT infrastructure.
Even if the scaling was solved there remains a list of problems like control, management and
maintenance. Our third platform world needs technology that solves these problems, such as
flexibility in scaling, simplified infrastructure management and availability with a focus on business
continuity and agility. These needs are what has given birth to an entirely new branch in the
computing spectrum, affecting people in terms of new roles and a shift in IT skills. In addition,
processes like automation, self-service and agile methodologies for more efficient IT deployment
arose and technologies like orchestration, service catalog, flash drives, and software-defined

infrastructure emerged.

This new branch is what we refer to as cloud computing. It is the bridging of both existing platforms
as well as the new ones. The National Institute of Standards and Technology (NIST) describes
cloud computing as ‘A model for enabling ubiquitous, convenient, on-demand network access to
a shared pool of configurable computing resources, (e.g. servers, storage, networks, applications,
and services) that can be rapidly provisioned and released with minimal management effort or
service provider interaction’ (Figure 9). This simply means that cloud computing is similar to
common infrastructure hardware with one exceptional additional layer of virtualization to abstract
these resources and make them available to anyone with network access. These abstracted
resources are analogous to the usage provided by a utility service like electricity, where a

consumer simply plugs in an electrical appliance to a socket and turns it on. The consumer is

Traditional IT Infrastructure Platform Software
(as a Service) (as a Service) (as a Service)

Data

Runtime Runtime

Middleware Middleware

L Operating System - Operating System | = Operating System
Virtualization Virtualization |- Virtualization

Servers g Servers i Servers

Storage ? Storage ’ Storage
Figure 9 Different deployment models
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unaware of how the electricity is generated or distributed and only pays for the electricity used. In
the end, the consumers pay only for the services that they use, which is either based on a

subscription or resource consumption.

1.5.2 Anything as a Service

Cloud computing can be divided into models that dictate the amount of control one has over the
underlying infrastructure and its management, commonly known as Infrastructure as a Service
(laaS), Platform as a Service (PaaS) and Software as a Service (SaaS). From an end user
perspective ‘Software as a Service’ is the only interesting model as it serves as a platform for
most of our everyday uses on smart phones. Consequently, we will be taking software as a service
under the loupe as its of particular interest in the sense that it bore the idea of the Anything as a

Service model (XaaS).

The evolution of XaaS has provided and will keep providing virtually endless opportunities to
continuously redefine the computing industry. XaaS creates an expanding cosmos of services
that add value to our everyday lives and take business efficiency to the next level. XaaS has often
been used as an umbrella term to encompass SaaS, PaaS, and laaS. There are also other
examples to which this umbrella extends like storage as a service, desktop as a service, and
disaster recovery as a service. The XaaS model is not limited to online services for the IT world,
one can witness some of these opportunities that came to everyday life in the following examples.
Transportation-as-a-service is being fulfiled by companies like Uber; grocery-as-a-service is
being offered by chains such as “Amazon’s Whole Foods”; and accommodation-as-a-service is a
lodging rental service provided by Airbnb. Tech giants now even provide quantum computing as
a service (QCaaS) for the masses to start delving in that technology until it is globally
commoditized. This is just the tip of the iceberg with many more on the way.

Tech giants now provide an environment to construct algorithms of quantum nature including
machine learning, tests them on quantum circuit simulators and then they are run on different
guantum hardware technologies. From both examples we can grasp that companies are already
moving towards the future and providing QCaas for the masses to start delving in that technology

until it is globally and widely available for use.

1.5.3 The global Pandemic
According to the Technology and Services Industry Association (TSIA) the COVID-19 pandemic

made the trend stand out even more. A dramatic increase was seen of 13% in the growth of
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service revenue for software companies and quite the opposite effect of -9.6% growth in product
revenue for software companies. The overall trend of service versus product spending can be
seen in Figure 10 below. The research findings concluded that in Q3 2020 technology providers
responded quickly and effectively to operating virtually which explains why companies based on
Xaa$S business models also proved to adapt better throughout the COVID-19 situation. Naturally,
demand for XaaS offers accelerated and 90% of technology providers seemingly intend to deliver
more services remotely post-pandemic. The most telling finding was 99% of technology providers
intend to leverage the financial benefits of a more virtual workforce, though concerns remain in
leadership teams about maintaining culture and collaboration, especially with new hires in a virtual

workplace.

1.5.4 Dell: Project APEX

Dell’s Project APEX is leveraging this trend by initiating the move into a more outcome- rather
than product-oriented mentality. They plan to deliver a radically simplified ‘as a Service’ and cloud
experience to fulfill customer demand for a simpler IT experience. Customers also now have a
consumption mentality where they only want to incur OpEx expenses leading to the orange
downward slope of hardware revenue in Figure 10. Dell Technologies cloud console is a new
way to manage a unified and seamless experience for cloud and as-a-service. Dell is leveraging
this with its unique placement by combining edge cloud, private cloud and public cloud into one
offering. This ultimately allows business to focus on business activities rather than on IT

infrastructure which improves operational efficiency in the long run.

Service vs. Product Spending

Total Service & Product Revenues
$180,000

$160,000
$140,000
$120,000
$100,000
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Sum of Product Revenue  ===Sum of Service Revenue

Figure 10 service vs product spending trend
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2. Quantum Computing as a Service

2.1 Traditional vs. Quantum

Now that we have a better understanding of XaaS, let's talk more about quantum computing as a
service (QCaaS). We first must dissect its components. QCaaS is divided into the ‘as a Service’
aspect of it which was mentioned earlier, in addition to the actual quantum computing aspect
which consists of algorithms and hardware. To better understand the quantum computing aspect

involved we will compare it to the current traditional computing methods.

2.1.1 Traditional Way

Computing saw a great deal of improvement in both hardware and software over the years since
it was first created, yet the fundamentals remain the same. Our current computing ways have not
changed much since the war days of Turing and Von Neuman. Binary is the underlying method
of all the computations that take place in the device you are using right now. A computer is made
up of very simple components doing very simple things. Representing data, the means of
processing it, and control mechanisms. Computer chips contain modules, which contain logic
gates, which contain transistors. A transistor is the simplest form of a data processor in computers,
basically a switch that can either block, or open the way for information coming through. This
information is made up of bits which can be set to either O or 1. Combinations of several bits are

used to represent more complex information.

For example, the actual binary code that your computer uses to represent the letter ‘A’ is
‘01000001, ‘B’is ‘01000010’ and ‘C’ is ‘01000011’. Transistors are combined to create logic gates
which still do very simple tasks. For example, an AND Gate sends an output of 1 if all its inputs
are 1, and an output of 0 otherwise. Combinations of logic gates finally form meaningful modules,
say, for adding two numbers. Once you can add, you can also multiply and once you can multiply,
you can basically do anything. Since all basic operations are simpler than first grade math, you
can imagine a computer as a group of 7-year-olds answering basic math questions. A large
enough group of them could compute anything from astrophysics to Mario Bros. In a nutshell, a

transistor is just an electric switch. Electricity is electrons moving from one place to another.

However, with parts getting smaller and smaller, delving into the quantum world us the only way
for technology to advance. So, a switch is a passage that can block electrons from moving in one
direction. Today, a typical scale for transistors is 14 nanometers, which is about 500 times smaller

than a red blood cell. We are approaching a real physical barrier for our technological progress.
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As transistors are shrinking to the size of only a few atoms, electrons may just transfer themselves
to the other side of a blocked passage via a process called Quantum Tunneling. In the quantum
realm, physics works quite differently from the predictable ways we're used to, and traditional
computers no longer makes sense. Scientists are trying to use these unusual quantum properties

to their advantage by building quantum computers.

2.1.2 Quantum Computing

Now for quantum computing | will take you on a small detour through physics; specifically quantum
physics and the peculiar dual nature of light. Reality is not what it seems to be. People even as
early as Plato knew that the world around them consists of small particles that are in constant
motion. Nowadays with technological advancement humans discovered these small particles and
the subatomic level of reality. Quantum physics is the field of physics that takes the most basic
parts of our universe under the loupe. Our universe at the subatomic level is very different to the
reality we experience every day, but it is reality, nonetheless. This very quantum reality is where
guantum computing draws all its supreme computing powers from and bestows humanity with an
unprecedented hope for future advances. It was renowned physicist Richard Feynman, who in
1982 first argued that regular classical computers cannot simulate quantum phenomena. At that
time, it was purely a theoretical concept as neither the technologies nor the proper research was
available to even begin imagining building a functioning quantum computer. Quantum computers
now make use of quantum bits (qubits) which can be anything that exhibits quantum behavior —
an electron, an atom or even a molecule — if the environment is right. Qubits secret power stems
from the quantum properties like entanglement and superposition which makes it superior to the

traditional ways of computing.

2.1.2.1 Entanglement

The first property, entanglement, of quantum physics used in quantum computers is an
inexplicable link between two particles that can be exploited to have quantum communication
(Figure 11). These links can be taken advantage of, however, scientists have yet to find an actual
explanation behind its nature. In fact, even Einstein could only refer to it as ‘spooky action at a
distance’. In theory, with entangled particles we could have quantum communication, meaning
that communication could be instant regardless of the distance between the particles. Imagine
two particles are linked so that one particle always gives the same outcome as the other even if
they are separated on opposite sides of the earth or even universe. These particles when rolled,

would show the same result as each other every single time. This has also other practical
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implications for security since it potentially does not use any physical infrastructure to transfer this
information, which means that in the future it may be impossible for communication to be
intercepted or hacked without the knowledge of the information (more on security later). Now keep
in mind this means entanglement is faster than the speed of light which throws Einstein’s theory
of relativity right out the window. This is what makes quantum physics such a disruptive field; it

redefines the ground laying principles of traditional physics and our universe.

Figure 11 Quantum entanglement

2.1.2.2 Superposition

The second property is superposition, which can be observed using the double-slit experiment
with light. The experiment essentially proves that an observation must be made to know if the
particle behaved as a particle or as a wave. Before that, the particle is in a superposition of being

both a wave and a particle simultaneously.

We can demonstrate this in an experiment with an electron gun firing electrons, representing light
photons, against a sheet with two slits. We will place an “electron detector” near the upper slit.
When an electron passes through the upper slit, the detector will beep and keep count of all the
electrons passing through the upper slit. What we get is, as expected, a ‘particle pattern’ with two

single stripes, as seen in Figure 12.
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Figurel2: Particle pattern

Well, so far, so good. However, the mystery begins when we leave the detector as is but turn it
off and rinse and repeat the experiment. One would expect to have again a ‘particle interference’
pattern that all types of particles in nature exhibit; however, we get a pattern that can only be
interpreted as a wave-like ‘interference pattern’ as seen below (Figure 13). The interference
pattern can be seen as a series of dark and bright stripes. The electrons are changing their
behavior just because they are somehow sensing the presence of the detector (observer).
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Figure 13: The double-slit electron interference pattern. Similar to what we
would expect of waves
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Certainly, we did see the electrons exhibit a particle pattern in the first diagram when the detector
was switched on. The experiment even has variations of the speed of the electrons being fired
where even if the electrons are fired over a longer period, we observe the same wave-like
interference pattern. Although at first, we can trace each particle randomly landing on the screen
in a localized manner at specific points, over time when the rest of electrons are fired, we end up

with the same wave interference pattern build-up.

2.1.2.3 Superposition and Entanglement in Computing

Superposition is exploited in computing to be equivalent to being in a state of 1 and 0 at the same
time. Current, classical, bits can be only in one of 2*4 combinations, a total of sixteen, of 1’s and
0’s at a time (1000,1001,1011, etc.). Qubits, on the other hand, can be in superposition of all
those sixteen combinations all at once. This is due to quantum physics itself; an observer can
never directly know all the vast number of qubit states at the same time; all an observer knows is
the probability of what state the qubits will be in. The very act of observing or measuring the
overall state of the quantum computers qubits will force the system to decide on which state it is

in so instead of the quick trillions of answers we can only see one.

To better comprehend the concept of superposition, one can think of a particle as a regular coin
spinning on a table where, in theory, it is not heads, 1, nor tails, 0, but both simultaneously. A
superposition makes it possible to store and manipulate vast amounts of information with a
relatively small number of particles. The most important thing to keep in mind here is that due to
superposition, qubits have an exponential growth of computing power which we will discuss later.
Qubits can therefore run all the computing possibilities at once, so it can find a solution faster on
larger datasets. To put the idea of exponential power into perspective, if a quantum computer had
one hundred qubits it would be more powerful, for some applications, than all the supercomputers
on earth combined. Three hundred qubits could hold more numbers simultaneously than there

are atoms in the universe. Just imagine what a billion-qubit computer can do?

Meanwhile, entanglement links complete modules of small quantum processors in an entangler
unit in the middle as seen in Figure 14 below. The quantumized particles become quantum
entangled and so the modules combined as a single quantum machine. Extending this idea, we
can have an entire array of modules we can switch connections so that the module links either to
a nearby neighbor or to another far away. In this way, we can have a highly connected and
scalable quantum brain. Keep in mind that with each additional qubit the overall computing power

doubles.
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Figure 14: lllustration of a quantum
processors in an entangler unit

2.1.2.4 Quantum Rationale with Quantum Cats

Qubit Manipulation is how the calculation takes place. A normal logic gate gets a simple set of
inputs and produces one definite output. A quantum gate manipulates an input of superpositions,
rotates probabilities, and produces another superposition as its output. So, a quantum computer
sets up some qubits, applies quantum gates to entangle them and manipulate probabilities, then
finally measures the outcome, collapsing superpositions to an actual sequence of 0s and 1s,
giving us, probably, our answer. The reason it only ‘probably’ gives us the answer is that the
answers that come out of quantum computers are in the form of a probability. If you repeat the
guestion the answer will change slightly. This will be discussed further in the algorithms section.

We can illustrate this using the famous Schrédinger's cat experiment. It goes as follows, a cat and
a device are put in one box (inputs), the device contains a tiny bit of radioactive substance, so
small, that perhaps in the course of the hour one of the atoms decays, but also, with equal
probability, perhaps none. If it decays, the device triggers a mechanism that discharges
hydrocyanic acid killing the cat. After the passage of one hour, one would say that the cat still
lives if no atom has decayed or the first atomic decay would have poisoned the cat thereby killing
it. Now the question is, is the cat dead or alive after this hour (query)? Well, the cat in this scenario
is dead and alive at the same time (superposition), as one will only know its state for sure once
we get to look inside the box. This observation will trigger a collapse of the superposition into one
of the two states, dead or alive (output). Both these properties, entanglement and superposition,
are what enables quantum computers to store all possible solutions at once for a computation

unlike our current computational technologies.
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2.2 How are they Built: Hardware and Algorithms

2.2.1 Hardware

We talked a lot about the concepts and what makes gquantum computers so special, let us see
how they are actually made. For qubits to function in a useful way, their systems require carefully
orchestrated control of their environment. This environment is achieved with difficulty using
developments in domains such as vacuum, laser, optical systems, radio frequency, microw